Abstract—In a 1991 essay in Scientific American, Michael Porter suggested that environmental regulation may have a positive effect on the performance of domestic firms relative to their foreign competitors by stimulating domestic innovation. We examine the stylized facts regarding environmental expenditures and innovation in a panel of manufacturing industries. We find that lagged environmental compliance expenditures have a significant positive effect on R&D expenditures when we control for unobserved industry-specific effects. We find little evidence, however, that industries’ inventive output (as measured by successful patent applications) is related to compliance costs.

I. Introduction

Environmentalists and other proponents of new and more stringent environmental regulations have argued that increasing the stringency of environmental regulations provides an incentive for firms to develop new and less costly ways of reducing pollution or, potentially, entirely new methods of production that eliminate particular types of emissions and reduce costs of production.1 Proponents of this view, including Professor Michael Porter of Harvard Business School, have gone on to suggest that if one country adopts stricter environmental regulations than its competitors, the resulting increase in innovation will enable that country to become a net exporter of the newly developed environmental technologies.2 This view of the relationship between environmental regulation and economic performance has come to be known as the “Porter hypothesis.”

The evidence offered in support of this hypothesis is largely anecdotal. For example, Porter (1991) claims that the phaseout of ozone-depleting CFCs led DuPont to develop a less harmful substitute. Other examples that are discussed in a recent report to the U.S. Environmental Protection Agency (Management Institute for Environment and Business, 1994) include (1) the development of new paints and coatings with lower volatile organic compound (VOC) content in response to Clean Air Act regulations limiting VOC emissions from users of industrial coatings and (2) innovations in the paper production process in Sweden in response to biological oxygen demand (BOD) regulations on water emissions. While these case studies indicate that environmental regulation may create incentives for innovation in certain situations, they do not provide a general assessment of the impact of environmental regulation on innovative activity.3

More systematic economic analysis of the Porter hypothesis is hindered by ambiguity as to exactly what the hypothesis is. One can distinguish at least three different hypotheses. First, Porter himself emphasized that to stimulate innovation, environmental regulation should focus on outcomes and not processes. Thus the “narrow” version of the hypothesis is that certain types of environmental regulation stimulate innovation. Unfortunately almost all existing U.S. environmental regulations are not of this type, as they prescribe both the goals of regulation and the processes for achieving those goals.4 Thus it is not clear that the “narrow” Porter hypothesis has any empirical implications regarding existing regulations.

A second version of the hypothesis is that environmental regulation places constraints on the profit opportunities of firms that were not there before, and that firms maximizing profits subject to those constraints will do a variety of things differently than they would have without the constraints, with a likely area of new activity being investment in ways to meet the constraint at lower cost. This “weak” version of the hypothesis says only that regulation will stimulate certain kinds of innovation. Further, since addition of constraints to a maximization problem cannot improve the outcome, the weak version implies that the additional innovation must come at an opportunity cost that exceeds its benefits (ignoring the social value of reduced pollution).5

Finally, the “strong” version of the hypothesis rejects the narrow profit-maximizing paradigm and posits that firms under normal operating circumstances do not necessarily find or pursue all profitable opportunities for new products or processes. The shock of a new regulation may therefore induce them to broaden their thinking and to find new products or processes that both comply with the regulation and increase profits.6 In this strong form, the Porter hypo-
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5 Strictly speaking, environmental regulations rarely require polluters to use a particular pollution control technology. However, since emission standards are often based on the performance of a particular technology, regulated firms have an easier time obtaining environmental permits and may be less heavily scrutinized when they employ the technology that provides the basis for the standard.

6 Of course, firms that have previously invested in pollution-reducing technology or those that have a comparative advantage in environmental compliance would prosper even under this “weak” version of the hypothesis.

4 Another version (narrowly strong?) allows that individual firms do not miss individually profitable innovation opportunities, but that in a setting of dynamic international competition the government can garner dynamic comparative advantage for its domestic environmental technology industry by inducing early innovation in environmental technology.
Previous Literature

Almost all of the existing literature on environmental regulation and R&D is theoretical in nature. A large subset of this literature focuses on the incentives a firm faces to undertake R&D in order to reduce environmental compliance costs (or to reduce emissions) under different approaches to environmental regulation. In general, this group of papers finds that R&D incentives tend to be stronger under incentive-based environmental policies than under command and control.

There also has been some research exploring the relationship between stringency of environmental regulation and incentives for R&D and technology diffusion. Oates et al. (1993) use a simple model of a profit-maximizing firm in a perfectly competitive industry to show that increasing the level of the pollution tax rate increases the firm’s incentive to adopt a more efficient abatement technology. Schmalensee (1994) suggests that while R&D devoted to environmental compliance may increase with stricter environmental regulation, this increase will likely come at the expense of other research efforts that could have been more profitable. McCain (1978) notes that regulated firms may be reluctant to innovate or to adopt more efficient pollution control technologies if they anticipate that any resulting gains in the efficiency of pollution control will lead to subsequent tightening of regulatory standards.

Placing the firm within the context of an imperfectly competitive market and imposing other regulatory requirements can also change the nature of the firm’s incentives. Biglaiser and Horowitz (1995) explicitly model strategic interactions among regulated firms in the research market. They show that given a requirement that the more inefficient firms adopt one of the newly developed efficient technologies after it becomes available (akin to adoption standards), some more recent contributions to this literature (Parry (1995, 1996), Biglaiser and Horowitz (1995), and Hackett (1995)) explicitly consider the interactions among participants in the R&D market and the associated market failures in their analyses of the dynamic efficiency implications of different approaches to environmental regulation.

The only prior empirical study of the relationship between stringency of environmental regulation and development of new technologies is a study by Lanjouw and Mody (1993).
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9 In contrast, Maloug (1989) finds that under certain conditions, a permit trading program may produce a smaller incentive for innovation than would exist with an equivalent command-and-control program, that is, one that leads to the same level of aggregate pollution. All of these earlier papers ignore potential market failures in the innovation market. However, some more recent contributions to this literature (Parry (1995, 1996), Biglaiser and Horowitz (1995), and Hackett (1995)) explicitly consider the interactions among participants in the R&D market and the associated market failures in their analyses of the dynamic efficiency implications of different approaches to environmental regulation.

10 Even without a technology adoption standard, regulators may not want to rely on more stringent environmental regulation to obtain optimal levels of R&D. Parry (1995) shows that in the presence of endogenous technologies and perfect patent protection, the optimal emission tax rate is likely to be lower than marginal damages as a result of the common pool effect of research, monopoly pricing of licenses by patent holders, and convex environmental damages. Parry goes on to suggest that even if patent protection is imperfect, it is still unlikely that the dynamically efficient emission tax should exceed marginal damages.
In this study, Lanjouw and Mody analyze the impacts of increases in environmental compliance costs of the patenting of environmental technologies using international data on expenditures for compliance with environmental regulation and environmental patents. They find that increases in environmental compliance costs lead to increases in the patenting of new environmental technologies with a one- to two-year lag. Thus Lanjouw and Mody provide support for what we dubbed the “weak” version of the hypothesis. In this paper we take a broader view, looking at R&D in addition to patents and at aggregate innovative activity rather than just new environmental technology.

III. Modeling and Data

A. Modeling

We analyze the relationship between stringency of environmental regulation and innovative activity by manufacturing firms using industry-level data over time. We use information on environmental regulatory compliance expenditures to measure regulatory stringency. We consider two different measures of innovative effort: industrywide expenditures on R&D and total number of successful patent applications.

It is very difficult to specify a theoretically satisfying structural or reduced-form R&D equation at the industry level because the exogenous shifter of both demand and supply are difficult to measure or do not vary across industries. In particular, there are no data showing how the real cost of scientists or research equipment vary, and most of the determinants of the returns to R&D are themselves endogenous. Thus we estimate a very crude reduced-form equation,

\[
\log (R&D)_{it} = \beta_1 \log (\text{value added})_{it} + \beta_2 \log (\text{government R&D})_{it} + \beta_3 \log (\text{PACE})_{it-1} + \alpha_i + \mu_t + \epsilon_{it}^R
\]

where \(i\) denotes industries, \(t\) years, R&D is industry-funded R&D expenditures, value added is industry value added, government R&D is a proxy for government-funded R&D within the industry, and PACE is pollution control expenditures from the Census Bureau’s Pollution Abatement Costs and Expenditure Survey. Equation (1) posits that current R&D is affected by lagged regulatory stringency; we experiment below with different lag structures. We have written the error term as composed of fixed industry and time components and a residual error that we will assume is independently, but not necessarily identically, distributed across \(i\) and \(t\).

We include industry value added to preclude a spurious correlation between R&D and pollution control expenditures due to the variation of both with industry size. Value added is the appropriate size-scaling variable, because R&D-to-sales ratios across industries are distorted by the industries’ positions in the value-added chain. We include a measure of government-funded R&D at the industry level, as public research is one of the few measurable external drivers of R&D at the industry level (Jaffe (1988) and Levin and Reiss (1984)). Equation (1) allows for fixed, unobservable effects associated with industries and years. Industry effects are extremely important for R&D, as industries vary with respect to both technological opportunity and the importance of technological characteristics to market demand (Jaffe (1988) and Scherer (1965)). While it is unclear whether or not such unobservable determinants of industry R&D would also be correlated with pollution control, estimation with industry fixed effects (industry dummies) ensures that biases from that source will be eliminated. Similarly, there are likely to be time-dependent determinants of R&D, particularly inflation and tax law changes. The inclusion of time effects (year dummies) removes any such effects.

There is an extensive literature on the advantages and disadvantages of patents as proxies for inventive or innovative output. Typically it is assumed that patents are proportional to (unobserved) innovative output, with a constant of proportionality that may vary across industries and across time. This implies that the logarithm of patents measures innovative output, with an additive error. We control for this error by using combinations of the foreign patent variable, time dummies, and industry fixed effects,

\[
\log (\text{patents})_{it} = \gamma_1 \log (\text{value added})_{it} + \gamma_2 \log (\text{foreign patents})_{it} + \gamma_3 \log (\text{PACE})_{it-1} + \alpha_i + \mu_t + \epsilon_{it}^P
\]

where patents is successful U.S. patent applications in year \(t\) by U.S. corporations, and foreign patents is successful U.S. applications in year \(t\) by foreign corporations. Value added is included for the same reason as in the R&D equation, and we allow for an analogous pattern of industry and time fixed effects.

There are several reasons for including foreign patents as a control variable on the right-hand side of the equation.

11 They also show that developing countries tend to adopt technologies that were developed elsewhere for regulatory compliance and that the patents obtained in these developing countries tend to be for adapting generic technologies to local conditions.

12 An alternative would be to regress R&D/value added on PACE/value added. In log form, such a scaling amounts to constraining \(\beta_1\) to unity. Further, measurement error in value added will cause the ratio form to exhibit spurious correlation. In any event all of the results on the PACE variable reported below are qualitatively similar in a model in ratio form.

13 A research and experimentation tax credit was first introduced in 1981, and was revised or extended several times during the 1980s.

14 In particular, the use of time dummies in the log–log regression obviates the need for any kind of deflation of nominal dollar data. This is important because there are no good deflators for R&D.

15 For a survey, see Griliches (1990).
First, the number of patents by an industry will vary across industries and time because of variations in the factors affecting the decision to patent. Assuming these factors affect foreign patents proportionally, then including the logarithm of foreign patents in the regression controls for these variations in patenting incentives. Further, at least one version of the Porter hypothesis suggests that U.S. regulation causes U.S. firms to become more innovative relative to their foreign competitors. Equation (2) incorporates this idea by asking whether PACE expenditures are associated with higher patenting rates, controlling for the rate of foreign patenting in the same industry.

B. Data

The environmental compliance cost data come from the PACE survey, which has been conducted annually each year since 1973, except for 1987. The survey covers manufacturing firms (SIC codes 20–39) and collects information on both the capital and the operating costs of complying with environmental regulations, typically at the four-digit SIC level. Previous studies of the impacts of regulation have used the operating cost data to measure regulatory stringency, because the capital cost data have more missing values (e.g., Gray and Shadbegian (1993)). The operating cost data, however, contain the cost of capital expenditures in the “smoothed” form of yearly depreciation. Since we are looking for the effects of “shocks” to compliance costs, the capital cost series is arguably the better measure, so the results that we report are based on capital costs. We obtained very similar results using operating costs instead.

The PACE data and the value-added data from the Census of Manufacturing are available at the four-digit SIC level. The R&D data, however, come from a survey done by the Census for the National Science Foundation (NSF), and are tabulated at the level of two- or three-digit SICs, depending on the industry (NSF 1973–1991). In order to estimate equation (1), we aggregated the PACE and value-added data from the four-digit SIC level to the level of the NSF industries. Government R&D is measured as the employee-weighted fraction of firms in the industry that report receiving government research funding, calculated from NSF data reported for 1974–1991 (except 1985).

The second measure of innovative activity that we analyze is industrywide patenting activity. The data for the patent analysis are from an industry panel of U.S. patents by year of application. Because of the lag between patent application and grant, reasonably complete patent totals by year of application cannot be determined until two or three years after the year in question. We utilize data based on all patents granted through the end of 1992 and confine our analysis to patent application totals through 1989. Hence to undertake the patent regressions, the four-digit SIC PACE and value-added data were reaggregated to correspond to these industry definitions.

The classification of patents by industry is inherently problematic. For our purposes, we would like to know the number of patents produced by the firms in particular SIC groupings, so we can relate these totals to the PACE expenditures by those same firms. We call this the “industry of origin” for the patent. The industry of origin for a patent is not known by the patent office, because neither the inventors nor the firms for which they work (if any) are asked to identify themselves by industry. All that the patent office knows is the technological nature of the invention, which is captured in the U.S. Patent Classification System. This system currently contains about 400 main classes with about 100,000 subclasses. The patent office has a “concordance” that maps patent classes into its industry groups (Office of Technology Assessment and Forecast (1985)).

The industry patent totals published by the patent office are based on this concordance. This creates two distinct forms of misassignment relative to the industry of origin. First, firms get patents completely unrelated to their core technologies. For example, if GM develops a new digital controller for fuel injectors, this would most likely be classified as an electronics patent, and hence the concordance would attribute the patent to the electronics industry rather than to the auto industry. Second, many inventions, and particularly those most relevant to pollution control, involve new processes that may be embedded in capital goods. Looking only at the technology, it is ambiguous whether to attribute this to the capital-good-using industry or the capital-good-supplying industry. Whichever choice the concordance makes, it will be “wrong” some of the time if what is desired is a measurement of patent output by industry of origin.

To summarize, the data on patents by industry are only a crude measure of inventive output by that industry. For industries that do much of the research that leads to improvements in their basic products and processes, it is
probably pretty good. For industries that rely heavily on equipment suppliers for research, it is not as good a measure.

The patent office also breaks down the annual patent totals by the nature of the organization (if any) to which the inventor assigns the patient right. In this paper we use the totals for U.S. corporations as a dependent variable, and patents assigned to foreign corporations as a regressor.

IV. Results

Our analysis shows that the relationship between regulatory stringency and innovative activity by the regulated industry depends on which measure of innovative activity is employed. We present the results for the R&D expenditures model first, followed by the results for the patent count model.

A. R&D Expenditure Model Results

In the R&D expenditure model, company-funded expenditures on R&D are modeled as a function of government R&D intensity, industry value added, a lagged PACE variable, and year dummies as well as, for the fixed-effects model, industry dummies. We consider two different forms of the lagged PACE variable: a single year lagged value (LPACEL1) and a moving average of the prior five years (LPACES). In the case of the former PACE variable, we estimate the model using data from 1975 to 1991, excluding 1985, when there are no data for the government R&D variable. In the case of the latter PACE variable, we use data from 1978 to 1991, excluding 1985.

The coefficient estimates and the associated t-statistics are presented in table 1. This table includes both the pooled model and the fixed-effects results. The government R&D intensity variable has a significant and positive coefficient in both the pooled and the fixed-effects models. This finding is consistent with the hypothesis that government R&D dollars are being directed toward fruitful areas that also attract higher levels of private R&D expenditure or that government-funded research produces findings that increase the productivity of private research, or both. The positive significant coefficient on the value added variable is also consistent with our expectations.

All versions of the model exhibit time dummies that rise more or less steadily over the sample period. This pattern reflects the significant increase in economywide real corporate R&D that occurred over the decade of the 1980s (National Science Board (1993), Jaffe (forthcoming)). There is no pattern in the time dummy coefficients that corresponds to identifiable episodes with respect to the nature or stringency of environmental policy. Hence we have no choice but to look for the effects of environmental regulations within industry fluctuations in R&D intensity rather than in any common movements across all industries.

The most striking finding in table 1 is that the coefficient on each of the lagged PACE variables is significant and negative in the pooled models, but significant and positive in the fixed-effects regressions. A Hausman-type test strongly rejects the hypothesis that the fixed-effects estimator is indistinguishable from the pooled estimator, indicating that the ai's in equation (1) are significant and are correlated with the other regressors. The fact that lagged PACE is negatively associated with R&D in the pooled model but is positively associated in the fixed-effects model implies that the ai's are positively correlated with R&D but negatively correlated with PACE expenditures, that is, that “high-tech” industries are less pollution-expenditure intensive than low-tech industries.
tries on average. Controlling for these industry-specific effects and for the impacts of the other variables included in the model, the within-industry elasticity of R&D with respect to lagged PACE expenditures appears to be about 0.15. This result is robust to several changes in the model specification, including deleting the government R&D intensity variable; substituting lagged value added for contemporaneous value added; substituting shipments, either lagged or contemporaneous, for value added; and removing value added from the equation and instead scaling the R&D and PACE variables by value added prior to estimation.

The fixed-effects model captures all permanent interindustry variations in R&D expenditures in the coefficients on the industry dummies. The coefficients on other variables are therefore determined entirely by intraindustry variation in the dependent variable over time. Thus the positive coefficient on the PACE variable in the fixed-effects model indicates a positive relationship between changes in PACE and R&D expenditures over time. This relationship is weakly confirmed in some regressions we performed using growth rates. In order to remove the noise associated with year to year growth rates, we divided the sample period into three periods of roughly five to six years in length and calculated average annual growth in each of the variables during these periods for each industry. We also calculated growth rates for R&D and PACE scaled by value added within the same periods. We then regressed growth in the R&D variable on growth in the other variables. The results of this analysis (not reported) indicate that growth in value added and growth in the government R&D intensity variable both have a positive and statistically significant association with growth in R&D expenditures. The growth rate of the PACE variable also is positively associated with growth in R&D, although the statistical significance of the PACE variable was marginal.

Figure 1 also illustrates the positive relationship between growth in R&D and growth in pollution control expenditures. This graph is a scatter plot of the mean annual growth in R&D expenditures and the corresponding mean annual growth in lagged PACE by industrial sector. Those sectors with the highest annual rates of growth in both lagged PACE and R&D expenditures are other instruments, other transportation, and radio and TV receiving equipment.22 The lowest R&D growth, lowest PACE growth sectors are ferrous metals, nonferrous metals, textiles and apparel, and lumber and wood. It is unclear whether or not these extremes are consistent with the anecdotal evidence surrounding the Porter hypothesis. It seems clear, however, that there is a strong positive association in these data between R&D and lagged pollution expenditures in the within-industry across-time dimension.

Although the fixed-effects model controls for unobservable industry effects, it does impose the constraint that the slope coefficients are the same for all industries. We also estimated equation (1) allowing each industry both its own intercept term and its own PACE expenditure coefficient. An F-test rejects the constraint that the PACE coefficients are equal across industries. Figure 2 summarizes the results across industries for the PACE coefficients. It is a histogram showing the number of industries with coefficients in various ranges for both the one-year lag and the five-year lagged moving average (corresponding to the last two columns of table 1). This graph shows that the industry-specific PACE coefficients are more dispersed for the model employing the five-year lagged moving average than for the one-year lagged PACE variable. The graph also indicates that more of the industry-specific PACE coefficients are statistically significant for the model using the five-year lagged measure than for the other model.

Table 2 presents the estimated coefficient values underlying the graph. Only one industry, fabricated metal products, has a significant negative coefficient in both specifications. One-third of the industries have significant and positive

22 "Other" instruments includes all instrument subsectors other than scientific and mechanical measuring instruments. "Other" transportation equipment excludes motor vehicles, missiles, and aircraft. Because of missing PACE capital expenditures data, the PACE growth rate in figure 1 for these two sectors is based on operating and maintenance expenditures. Excluding these two sectors from the regression analysis does not change the results significantly.
Figure 2.—Distribution of R&D PACE Coefficients by Industry

Table 2.—Industry-Specific PACE Coefficients for R&D Model

<table>
<thead>
<tr>
<th>Industry Name</th>
<th>Single-Year Lagged PACE</th>
<th>Five-Year Moving Average</th>
<th>Five-Year Moving Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Food and kindred products/tobacco</td>
<td>-0.149</td>
<td>-0.434</td>
<td></td>
</tr>
<tr>
<td>manufactures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Textile mill products/apparel</td>
<td>-0.192</td>
<td>-0.303</td>
<td></td>
</tr>
<tr>
<td>3. Lumber and wood products, except</td>
<td>0.412</td>
<td>0.850</td>
<td></td>
</tr>
<tr>
<td>furniture and fixtures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Paper and allied products</td>
<td>-0.004</td>
<td>0.174</td>
<td></td>
</tr>
<tr>
<td>5. Industrial chemicals</td>
<td>0.009</td>
<td>-0.018</td>
<td></td>
</tr>
<tr>
<td>6. Drugs and medicines</td>
<td>0.328</td>
<td>0.385</td>
<td></td>
</tr>
<tr>
<td>7. Other chemicals</td>
<td>0.358</td>
<td>-0.520</td>
<td></td>
</tr>
<tr>
<td>8. Petroleum refining and extraction</td>
<td>0.205</td>
<td>0.716</td>
<td></td>
</tr>
<tr>
<td>9. Rubber products</td>
<td>-0.127</td>
<td>-0.221</td>
<td></td>
</tr>
<tr>
<td>10. Stone, clay, and glass products</td>
<td>-0.323</td>
<td>-0.255</td>
<td></td>
</tr>
<tr>
<td>11. Ferrous metals and products</td>
<td>0.507</td>
<td>0.635</td>
<td></td>
</tr>
<tr>
<td>12. Nonferrous metals and products</td>
<td>0.188</td>
<td>-0.115</td>
<td></td>
</tr>
<tr>
<td>13. Fabricated metal products</td>
<td>-0.296</td>
<td>-0.375</td>
<td></td>
</tr>
<tr>
<td>14. Office, computing, and accounting</td>
<td>0.200</td>
<td>0.433</td>
<td></td>
</tr>
<tr>
<td>machines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. Other machinery, except electrical</td>
<td>0.074</td>
<td>0.102</td>
<td></td>
</tr>
<tr>
<td>16. Radio and TV receiving equipment</td>
<td>-0.123</td>
<td>-1.557</td>
<td></td>
</tr>
<tr>
<td>17. Communication equipment</td>
<td>0.221</td>
<td>0.375</td>
<td></td>
</tr>
<tr>
<td>18. Electronic components</td>
<td>0.892</td>
<td>0.826</td>
<td></td>
</tr>
<tr>
<td>19. Other electrical equipment</td>
<td>-0.162</td>
<td>-0.384</td>
<td></td>
</tr>
<tr>
<td>20. Motor vehicles and motor vehicle</td>
<td>0.053</td>
<td>0.108</td>
<td></td>
</tr>
<tr>
<td>equipment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21. Other transportation equipment</td>
<td>0.157</td>
<td>1.015</td>
<td></td>
</tr>
<tr>
<td>22. Aircraft and missiles</td>
<td>0.168</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>23. Scientific and mechanical measuring</td>
<td>0.142</td>
<td>0.109</td>
<td></td>
</tr>
<tr>
<td>instruments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24. Optical, surgical, photographic, and</td>
<td>0.100</td>
<td>-0.213</td>
<td></td>
</tr>
<tr>
<td>other instruments</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: * Significant at the 1% level.  
* Significant at the 5% level.

Coefficients in both specifications. Three diverse sectors, electronic components, ferrous metals, and lumber and wood products, exhibit positive coefficients generally in excess of 0.5. The other sectors that exhibit a weaker positive response of R&D expenditures to lagged compliance costs are largely "high-tech" or R&D-intensive sectors, including drugs and medicine, office, computing, and accounting machines, and communication equipment.

Table 2 also reveals some nontrivial differences in the estimated coefficients for the PACE variables between the two models. In a few cases the coefficients are even of different signs. The differences in coefficient estimates across these two specifications suggest that there are severe limits to the inferences that can be drawn from the kind of reduced-form regressions that we are running. Clearly, the overall positive effect found in table 1 has to be thought of as an average of effects that vary significantly across industries, and we simply cannot say whether the industry-specific results are spurious or reflect something real about the regulation and innovation nexus, without more detailed research that directly examines the regulatory and technological events in specific industries.

B. Patent Model Results

In this model domestic industry patent applications are related to foreign patent applications, domestic value added, a lagged PACE variable, year dummies, and, in the case of the fixed-effect model, industry dummies. The patent model
coefficient estimates and the associated t-statistics are presented in table 3. In all of the regressions we find, as expected, that both foreign patenting and domestic value added have positive and generally significant coefficients. The foreign patent variable is highly significant (even after controlling for time and industry effects), indicating that it is an effective proxy for many of the factors affecting the attractiveness of obtaining patent protection in the industry. The time dummies in the patent regression are generally decreasing over time, reflecting a combination of the long-term decline in the aggregate ratio of domestic to foreign patents (Griliches (1990)) and inflation, which causes the ratio of patents to value added to fall over time.

23 The large drop in the time dummy coefficient in 1989 reflects truncation bias resulting from the fact that a significant number of 1989 application year patents were still pending when these data were collected in 1992.

24 Scherer and his colleagues manually inspected all patents granted during an 18-month period in the late 1970s and classified each according to whether it was a product or a process patent.

25 When we rank ordered the industries according to percent of process patents, we found a natural break at the 40% point. The industry immediately below the 40% point has only 24% process patents.

26 We also analyzed the relationship between growth rates in patenting activity and regulatory stringency, as we did with the R&D equation. This analysis confirmed the absence of any within-industry correlation between patents and PACE.

V. Conclusions and Topics for Further Research

Overall, we find that data at the industry level are mixed with respect to the hypothesis that increased stringency of environmental regulation spurs increased innovative activity by firms. We find no statistically significant relationships between regulatory compliance expenditures and patenting activity. We do find a significant positive relationship between regulatory compliance expenditures and R&D expenditures by the regulated industry when we control for industry-specific effects, although the magnitude of the effect is small. This latter finding is robust to a number of changes in the specification of the model and in the set of industries included in the analysis.

Our findings offer limited insights regarding some of the different versions of the Porter hypothesis described. First, since we have no experience with strictly outcome-oriented environmental regulations, these data cannot be used to draw any conclusions as to the validity of the “narrow” version of the hypothesis that switching to regulations of this type will stimulate innovation. Second, our empirical findings are consistent with the “weak” version of the hypothesis that environmental regulation will stimulate certain types of innovation. In this regard, our results build on those of Lanjouw and Mody, who find that regulatory compliance costs have a positive effect on patenting of environmental...
technologies. Taken together, these two studies suggest that, in the aggregate, the disincentives for R&D attributed to a command-and-control approach to environmental regulation may be overcome by the high returns that regulation creates for new pollution-control technology.

These results do not, however, distinguish between what we have called the “weak” and “strong” forms of the Porter hypothesis. That is, we cannot say whether this increased R&D is merely an expensive diversion from firms’ other R&D efforts, designed to find a way to cope with the burden of regulation, or whether it is evidence of the shock of regulation causing the firms to wake up and think in new and creative ways about their products and processes.

It is also unclear how this finding, if real, would alter the social benefit–cost analysis of regulation. There is evidence that, in general, the social rate of return of R&D exceeds the private return (Jaffe (1986) and Griliches (1991)), implying that an increase in R&D spending creates net social benefits. It is unclear whether this general result would apply to the specific R&D that is induced by regulation. Further, in the short run, research resources are inelastically supplied, so that increases in research efforts in highly regulated industries may be offset by reductions elsewhere.

Given the inconsistency between our findings for R&D expenditures and for patents, the highly aggregate nature of the data used in this study, the difficulty of classifying patents by industry of origin, and the shortcomings of using compliance expenditures as a measure of regulatory stringency, further research is necessary before these results can be considered conclusive. It is to these topics for future research that we now turn.

Since compliance costs in some sense measure an industry’s response to regulation, high compliance costs could indicate an ineffective response instead of high levels of stringency. Alternatively, extremely severe regulations might cause many plants to close down, leading to measured compliance costs being low rather than high. The compliance cost data used in this study also fail to capture the effect of environmental regulations on the performance of consumer products such as auto-emission standards. Therefore it would be interesting to attempt to replicate this study using another measure of aggregate environmental regulatory stringency. Aggregate measures of this type are difficult to find, but one possibility might be the prior estimates of regulatory cost to industry, which are estimated in regulatory impact analyses (RIAs) of proposed environmental regulations conducted by the EPA. RIAs are required for all major proposed environmental regulations and would provide a better measure of anticipated cost of future regulations. Another possibility might be the number of pages in the federal registry in a particular year devoted to environmental regulations that affect each industry. Both the length of the regulation itself and the length of the comments from affected industries generated by the proposed regulation provide some indication of the anticipated burden of that regulation.

Another potentially interesting study would be to see if there is a relationship between environmental regulatory stringency faced by an industry and the patenting levels of its suppliers. Case study research on the paint and coatings industry reveals that much of the recent innovative activity in that industry has been in response to environmental regulations applied to manufacturers who use paints and coatings in their manufacturing processes (Management Institute for Environment and Business, 1994). The suppliers of materials and capital for use by regulated industries could be identified using information from the input–output tables for the United States.

Perhaps the best way to overcome the aggregate nature of the data used in this study and to develop a better understanding of the nature of the relationship between regulation and innovation would be to conduct some focused industry studies. These studies could focus on firms in heavily regulated industries (such as petroleum refining, chemicals, metal products, and paper) and could include a more detailed analysis of the impacts of particular classes of regulation, say, by media, on innovative effort. Ideally an in-depth study of one or two companies in a particular industry, such as chemicals, could be used to develop an understanding about how regulated firms respond to new regulations and some related hypotheses which could then be tested using data from other firms in the industry.

Whether or not regulation-inspired R&D leads to lower costs of production or new and improved products in the future remains an unanswered question. While there is anecdotal and case study evidence that new technologies developed in response to environmental regulations do lower costs, there are several econometric studies that suggest that environmental regulation has a negative impact on productivity growth. One possible explanation for the inconsistency between our finding of no impact of PACE on patenting and a positive impact of PACE on R&D expenditures is that incremental R&D induced by regulation is unproductive, or produces results that help with regulatory compliance but do not appear as patentable inventions. If the additional R&D does not accomplish anything beyond facilitating regulatory compliance, then its appearance does not foster productivity growth and does not have major policy implications. If, however, environmental regulation–inspired R&D does increase productivity, then regulators may want to find a way to anticipate this benefit in their cost–benefit analyses of proposed environmental regulations.

27 The selection of industries for this case study analysis would be based on some objective criteria such as the ratio of regulatory costs to value added. For example, the industries listed here are those with the highest average ratios of maintenance pollution abatement and control expenditures to average value added ranging from 8% for petroleum refining to 2.5% for paper. The candidate industries for previous case study analyses were selected because these industries were known to have innovated in response to particular environmental regulations.

28 See, for example, Gray and Shadbegian (1993), Barbera and McConnell (1986, 1990), Gollop and Roberts (1983), and Haveman and Christiansen (1981).